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Online radicalization is widely regarded as one of today’s most pressing security
challenges. Its importance has been emphasized by core European institutions,
including the Council of Europe, the European Commission, EUROPOL, and the
Organization for Security and Co-operation in Europe.1  These warnings have been
echoed by other International Governmental Organizations—the UN’s Plan of Action
to Prevent Violent Extremism, for example, states that the “manipulative messages
of violent extremists on social media have achieved considerable success in luring
people, especially young women and men, into their ranks”2—and by national
governments. The UK’s Home Affairs Committee has described the use of the
internet to promote radicalization and terrorism as “one of the greatest threats that
countries including the UK face,” whilst the 2015 White House Summit—attended by
Ministers from nearly 70 countries worldwide—underscored the need to intensify
efforts to counter recruitment and radicalization to terrorist violence.3 
 
As concerns about online radicalization have intensified, there have been growing
calls for social media companies to do more to remove violent extremist content
from their platforms as swiftly as possible. In recent months, the European
Commission has threatened to legislate should there not be demonstrable progress,
4 whilst the UK Prime Minister has stated that technology companies need “to move
further and faster in reducing the time it takes to remove terrorist content online”,
adding that ultimately such content should be “removed automatically.”
 
Given both the sheer volume of online content (every minute 350,000 tweets are
posted, 300 hours of video are uploaded to YouTube, and 510,000 comments are
posted to Facebook, as well as a further 293,000 status updates and 136,000
photos) and the variety of offensive material that may be removed (from sexual
exploitation and hate speech to spam and bullying), it is unsurprising that each of
these platforms already utilizes artificial intelligence (AI) to assist in the enforcement
of their rules and standards. For example, Facebook uses several approaches: image
matching, so that if someone tries to upload a photo or video that matches a photo
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or video that has previously been identified as terrorist, they are prevented from
doing so; language understanding, which analyzes text that has been removed for
praising or supporting terrorist organizations in order to develop text-based signals
that can go into machine learning algorithms to detect similar future posts; and 
identification of terrorist clusters, using algorithms to work outwards from pages,
groups, posts or profiles that have been identified as supporting terrorism,
employing signals such as whether an account is friends with a high number of
accounts that have been disabled for terrorism. Moreover, in an effort to prevent
terrorists from jumping from one platform to another, Facebook, Twitter, YouTube,
and Microsoft have created a shared industry database of hashes (i.e. unique digital
fingerprints) for content produced by or in support of terrorist organizations. These
hashes allow member companies to identify and remove matching content that
violates their policies—and sometimes block such content before it is even posted.
As of December 2017, the database contained more than 40,000 hashes, and seven
further companies had joined the consortium (Ask.fm, Cloudinary, Instagram,
Justpaste.it, LinkedIn, Oath, and Snap). 

Attempts to block violent extremist content from social media platforms may be
understood as analogous to forms of situational crime prevention. The criminological
literature on the latter highlights the fact that such initiatives often have
displacement effects. So, while policy-makers’ focus on the largest social media
companies and the most high-profile terrorist groups, particularly the so-called
Islamic State (IS), is understandable, efforts to block violent extremist content online
must have regard to the full social media ecology—including the following three
dimensions. 

Attempts to block violent extremist content from social media platforms may be
understood as analogous to forms of situational crime prevention. 

First, the use of other strategies. It has been found that, to circumvent technologies
that automatically block content, IS supporters have used out-links. Conway et al’s
2017 study found that 12.5 percent of the 57,574 tweets analyzed contained out-
links.5  The platform with the most out-links from Twitter was YouTube. Interestingly,
however, Facebook did not appear in the top ten, whilst the less-known justpaste.it,
sendvid.com, and archive.org all featured in the top six.6  The use of these smaller
platforms appears to be an attempt to “exploit an overlapping ecosystem of
services,” taking advantage of the fact that smaller companies “don’t have the scale
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or resources to handle the challenge on their own.” Justpaste.it, for example, is a
free content-sharing service that allows content to be posted within seconds with no
registration required. Owned by Mariusz Zurawek, who runs the site out of his home
in Poland, the content posted on Justpaste.it began to include IS propaganda in early
2014. Since then, Zurawek has received a large volume of take-down requests from
all over the world. This poses challenges in terms of identifying what content is legal
and responding to take-down requests in other languages, as well as capacity and
resources.
 
Second, building on the previous point, attention must be paid to other platforms. In
the 29 months from August 1 2015, Twitter suspended over 1.2 million accounts for
violations related to the promotion of terrorism. During the same period, IS
supporters largely moved their community-building activities to other platforms, in
particular Telegram. Telegram is a cloud-based instant messaging service, providing
optional end-to-end encrypted messaging. Features include: a self-destruct timer
that permanently deletes messages and media after they are viewed; group chats,
which users can only join when invited to do so; and, channels, which are public and
so can be used to broadcast messages to large audiences. By early 2016, Telegram
was being used to share content produced by official IS channels, and IS members
and supporters were pushing out more than 30,000 Telegram messages each week.
7  These uses of Telegram form part of a wider movement towards the use of more
covert methods. As well as Telegram, other encrypted messaging services, including
WhatsApp, have been used by jihadists for communication and attack-planning.8 
Websites have also been relocated to the Darknet. Darknet platforms are, by
definition, more difficult to police than the surface and deep webs, meaning they
have the potential to function as a jihadist “virtual safe-haven.”9 
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Third, there are the activities of other violent extremist groups. Today, IS’s Twitter
activity “has largely been reduced to tactical use of throwaway accounts for
distributing links to pro-IS content on other platforms, rather than as a space for
public IS support and influencing activity.”10  Moreover, these throwaway accounts 
are also suspended before they gain much of a following. Yet, supporters of other
jihadist groups—such as Hay’at Tahrir al-Sham, Ahrar al-Sham, the Taliban, and al-
Shabaab—experience significantly less disruption.

Conway et al found that, whilst more than 30 percent of pro-IS accounts were
suspended within 48 hours of their creation, the equivalent figure for these other
pro-jihadist accounts was less than one percent. The latter were also able to post six
times as many tweets, follow four times as many accounts, and gain 13 times as
many followers as the pro-IS accounts.11

As well as broadening the focus to other jihadist groups, it is also important to tackle
other forms of violent extremism. Extreme right-wing groups, for example, also have
a significant online presence. And, while some steps have been taken to disrupt their
presence on the surface and deep webs (e.g. Facebook’s decision to ban Britain First
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from its platform12), it appears that these groups are also beginning to migrate to
the Darknet.
 
Tackling online violent extremist content is rightly an important priority for policy-
makers; research has found that the internet plays an important facilitative role in
contemporary terrorism.13  Ensuring that the biggest platforms remove such
content as swiftly as possible—or block it altogether—is clearly an essential part of
an effective strategy. In pursuit of this objective, however, it is important not to lose
sight of the consequential displacement effects. Steps must also be taken to prevent
terrorist exploitation of these other dimensions of the social media ecology.
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